BibFinder/StatMiner :

Effectively Mining and Using Coverage and
Overlap Statistics in Data Integration
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/The problem.
 Integrated web sources are autonomous, incomplete, and
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Using the Learned Statistics Effects of Learned Statistics on BibFinder

Purpose of the experiments:
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