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Abstract

Recent work in data integration has shown the impor-
tance of statistical information about the coverage and
overlap of data sources for efficient query processing.
Gathering and storing the required statistics presents
many challenges, not the least of which is controlling
the amount of statistics learned. In this paper we de-
scribe a novel application of data mining technology
for statistics gathering. Specifically, we introduce a
statistics mining approach which efficiently discovers
frequently accessed query classes, and learns and stores
statistics only with respect to these classes. We describe
the details of our method, and present experimental re-
sults demonstrating the efficiency and effectiveness of
our approach.

1 Introduction

With the vast number of autonomous information sources avail-
able on the Internet today, users have access to a large variety
of data sources. Data integration systems [LRO96, ACPS96,
LKG99, PL00] are being developed to provide a uniform inter-
face to a multitude of information sources, query the relevant
sources automatically and restructure the information from dif-
ferent sources. In a data integration scenario, a user interacts with
a mediator system via a mediated schema. A mediated schema is
a set of virtual relations, which are effectively stored across mul-
tiple and potentially overlapping data sources, each of which only
contain a partial extension of the relation. Query optimization in
data integration [FKL97, NLF99, NK01, DH02 ] thus requires the
ability to figure out what sources are most relevant to the given
query, and in what order those sources should be accessed. For
this purpose, the query optimizer needs to access statistics about
the coverage of the individual sources with respect to the given
query, as well as the degree to which the answers they export over-
lap. We illustrate the need for these statistics with an example.

Motivating Example: We have been developingBibFinder(Fig-
ure 1, http://rakaposhi.eas.asu.edu/bibfinder), a publicly available
computer science bibliography mediator.BibFinder integrates
several online Computer Science bibliography sources. It cur-
rently coversCSB, DBLP, Network Bibliography, ACM Digital
Library, ScienceDirect,andCiteSeer. Plans are underway to add

Figure 1:The BibFinder User Interface

several additional sources includingIEEE XploreandComputa-
tional Geometry Bibliography.

The sources integrated byBibFinderare autonomous and par-
tially overlapping. By combining the sources,BibFinder can
present a unified and more complete view to the user. However
it also brings some interesting optimization challenges. Let us
assume that the global schema exported byBibFinder includes
just the relation:paper(title, author, conference/journal, year).
Each of the individual sources only export a subset of the global
relation. For example,Network Bibliographyonly contains pub-
lications in Networks,DBLP gives more emphasis on Database
related publications, whileScienceDirecthas only archival jour-
nal publications etc. To efficiently answer users’ queries, we need
to find and access the most relevant subset of the sources for the
given query. Suppose, the user asks a selection query:

Q(title,author) :− paper(title, author, conference/journal, year),
conference=“AAAI”.

To answer this query efficiently,BibFinderneeds to know thecov-
erageof each sourceS with respect to the queryQ, i.e. P (S|Q),
the probability that a random answer tuple for queryQ belongs to
sourceS. Given this information, we can rank all the sources in
descending order ofP (S|Q). The first source in the ranking is the
one we want to access first while answering queryQ. Since the
sources may be highly correlated, after we access the sourceS′

with the maximum coverageP (S′|Q), we need to access as the
second source, the sourceS′′ that has the highestresidual cov-
erage(i.e., provides the maximum number of those answers that
are not provided by the first sourceS′). Specifically we need to
pick the sourceS′′ that has next best rank in terms of coverage



but has minimaloverlap(common tuples) withS′. If we have the
coverage and overlap statistics for every possible query, we can
get the complete order in which to access the sources. However
it will be very costly to remember and learn statistics w.r.t. every
source-query combination, and overlap information about every
subset of sources with respect to every possible query!

Fortunately, the users’ interests may only focus on a small
part of the space of all the possible queries. For example, in our
BibFinderscenario, the users are much more interested in asking
queries to find papers in some well known conferences such as
Sigmod and VLDB than some other lesser known conferences,
even through the lesser known conferences may have a larger
number papers stored in some sources. Even if a mediator can-
not provide accurate statistics for every possible query, it can still
achieve a reasonable average accuracy by keeping more accurate
coverage and overlap statistics for queries that are asked more fre-
quently, and less accurate statistics for infrequent queries.2

In this paper, we introduceStatMiner, a statistics mining mod-
ule for web based data integration.StatMinercomprises of a set
of connected techniques that estimate the coverage and overlap
statistics while keeping the amount of needed statistics tightly
under control. Since the number of potential user queries can
be quite high,StatMineraims to learn the required statistics for
query classesi.e. groups of queries. Specifically,StatMiner
will group queries into classes and efficiently discover frequent
query classes. For each discovered frequent class, our approach
probes sources using the most frequently accessed queries within
the class and learns class-source association rules w.r.t. to the
probing results. An example class-source association rule could
be:SIGMOD → DBLP with confidence 100%, which means
information sourceDBLP covers all the paper information for
SIGMOD related queries. The statistics for infrequently ac-
cessed query classes will not be learned. Instead we use the
statistics of a more general abstract query class which has the
total frequency more than the threshold to estimate the cover-
age and overlap of the queries in the infrequent classes. In this
way, we will provide more accurate statistics for frequently ac-
cessed queries. Our objective is to keep the number of statistics
low enough while still providing high average accuracy for users’
future queries. Here we assume that queries asked by the users
in future will have the same distribution as the past queries. If
the assumption holds, then the average accuracy of the mediator’s
coverage and overlap estimation will be higher if we provide more
accurate statistics for more frequently asked queries.

The rest of the paper is organized as follows. In the next sec-
tion, we give an overview of our approach and define the needed
terminology. This is followed by a detailed description of our ex-
perimental setup and the results we obtained demonstrating the
efficiency of our learning algorithms and the effectiveness of the
learned statistics. Next, we discuss the related work and several
important potential extensions to the basic framework. Finally we
conclude with a summary of our contributions.

2 Overview
In order to better illustrate the novel aspects of our association rule
mining approach, we purposely limit the queries to just projection
and selection queries.
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Figure 2: AV Hierarchies and the Corresponding Query Class
Hierarhcy

2.1 Grouping Queries into Classes

AV Hierarchy: Since we are considering selection queries, we
can classify the queries in terms of the selected attributes and their
values. To abstract the classes further we assume that the mediator
has access to the so-called “attribute value hierarchies” for a sub-
set of the attributes of each mediated relation. AnAV hierarchy
(or attribute value hierarchy) over an attributeA is a hierarchical
classification of the values of the attributeA. The leaf nodes of
the hierarchy correspond to specific concrete values ofA, while
the non-leaf nodes are abstract values that correspond to the union
of values below them. Figure 2 shows two very simple AV hier-
archies for the “conference” and “year” attributes of the “paper”
relation. Note that hierarchies do not have to exist for every at-
tribute, but rather only for those attributes over which queries are
classified. We call these attributes theclassificatory attributes.
We can choose as the classificatory attributes the bestk attributes
whose values differentiate the sources the most, where the number
k is decided based on a tradeoff between prediction performance
versus computational complexity of learning the statistics by us-
ing thesek attributes. The selection of the classificatory attributes
may either be done by the mediator designer or using automated
techniques. The AV hierarchies themselves can either be hand-
coded by the designer, or can be learned automatically.

Query ClassesSince we focus on selection queries, a typical
query will have values of some set of attributes bound. We group
such queries into query classes using the AV hierarchies of the
classificatory attributes. A queryfeature is defined as the assign-
ment of a classificatory attribute to a specific value from its AV
hierarchy. A feature is “abstract” if the attribute is assigned an
abstract (non-leaf) value from its AV hierarchy. Sets of features
are used to define query classes. Specifically, query class is a
set of (selection) queries that all share a particular set of features.
The space of query classes is just the cartesian product of the AV
hierarchies of all the classificatory attributes. Specifically, letHi

be the set of features derived from the AV hierarchy of theith

classificatory attribute. Then the set of all query classes (called
classSet) is simplyH1 × H2 × ... × Hn. The AV hierarchies
induce subsumption relations among the query classes. A class
Ci is subsumed by classCj if every feature inCi is equal to, or
a specialization of, the same dimension feature inCj . A queryQ

belongs to a classC if the values of the classificatory attributes
in Q are equal to or are specializations of the features defining



Conference Year Frequency
SIGMOD 2001 150

ICDE 2001 50
ICDE NULL 10
AAAI 2001 90

Table 1:Tuples in the table QList

C. Figure 2 shows an example class hierarchy for a very simple
mediator with the two example AV hierarchies. The query classes
are shown at the bottom, along with the subsumption relations
between the classes.

2.2 Class Access Probability

As we discussed earlier, it may be prohibitively expensive to learn
and keep in memory the coverage and overlap statistics for every
possible query class. In order to keep the number of association
rules low, we would like to prune query classes which are rarely
used. We use a threshold on the support of a class (i.e., percentage
of total frequency of queries that use that class’s statistics), called
minfreq, to identify frequent access query classes. Coverage and
overlap statistics are learned only with respect to these frequent
classes.

We assume the mediator maintains a query listQList, which
keeps track of the user queries and their access frequency. In ta-
ble 1, we show an example query list. We useFRQ to denote the
access frequency of a queryQ, andFR to denote the total fre-
quency of the all the queries in QList. Thequery probabilityof a
queryQ, denoted byP (Q), is the probability that a random query
posed to the mediator is the queryQ. It can be computed using
the formula:P (Q) =

FRQ

FR
. Theclass probabilityof a classC,

denoted byP (C), is the probability that a random query posed
to the mediator is subsumed by the classC. It can be computed
using the following formula:

P (C) =
∑
Q∈C

P (Q)

The class probability of a class is solely dependent on the total
frequency of the all the queries belonging to the class. We use
the termcandidate frequent classto denote any class with class
probability more than the minimum frequency thresholdminfreq.
The example classes shown in Figure 2 with solid frame lines
are candidate frequent classes. As we can see some queries may
have multiple lowest level ancestor classes which are candidate
frequent classes and not subsumed by each other. For example,
the query (or class) (ICDE,01) has both the class (DB,01) and
class (ICDE,RT) as it’s parent class. For a query with multiple
ancestor classes, we need to map1 the query into a single ancestor
class with lowest class probability, whose statistics will be more
relevant to the query.

The class access probabilityof a class C, denoted by
Pmap(C), is the probability that a random query posed to the

1Mapping the queries into query classes is straightforward for queries
binding classificatory attributes. In general (e.g. for queries that bind non-
classificatory attributes), mapping becomes an instance of classification
learning problem [HK00].

mediator is actually mapped to the classC. It can be computed
using the following formula:

Pmap(C) =
∑

Q is mapped toC

P (Q)

Since the classes may overlap in terms of queries they subsume,
the the summation overP (C) for all classC will add to greater
than 1. However since each query is mapped into only one class,
the summation over allPmap(C) will add to 1.

2.3 Coverage and Overlap w.r.t Query Classes

The coverageof a data sourceS with respect to a queryQ, de-
noted byP (S|Q), is the probability that a random answer tuple
of queryQ is present in sourceS. The overlapamong a set̂S
of sources with respect to a queryQ, denoted byP (Ŝ|Q), is the
probability that a random answer tuple of the queryQ is present
in each sourceS ∈ Ŝ. The overlap (or coverage when̂S is a sin-
gleton) statistics w.r.t. a queryQ be computed using the following
formula

P (Ŝ|Q) =
NQ(Ŝ)

NQ

HereNQ(Ŝ) is the number of common answer tuples forQ that
are fromŜ, NQ is the total number of answer tuples forQ. We as-
sume that the union of the contents of the available sources within
the system covers 100% of the answers of the query. In other
words, coverage and overlap is measured relative to the available
sources.

The coverageof a sourceS w.r.t. a classC, denoted by
P (S|C), is the probability that a random answer tuple of a ran-
dom query belonging to the classC is present in sourceS. The
overlapamong a set̂S of sources with respect to a classC, de-
noted byP (Ŝ|C), is the probability that a random answer tuple of
a random query belonging to the classC is present in each source
S ∈ Ŝ. The overlap (or coverage when̂S is a singleton) statis-
tics w.r.t. a query classC can be computed using the following
formula:

P (Ŝ|C) =
P (C ∩ Ŝ)

P (C)
=

∑
Q∈C

P (Ŝ|Q)P (Q)

P (C)

The coverage and overlap statistics w.r.t. a classC is used
to estimate the source coverage and overlap for all the queries
that are mapped intoC. These coverage and overlap statistics
can be conveniently computed using an association rule mining
approach.

2.4 Mining Class-Source Association Rules

In order to define the term class-source association rule, we first
define the termsource set. Let τs = {Si, S2, ..., Sm} be a set of
all the sources available to a mediator. A subset ofτs is referred
to as a source set.

A class-source association rulerepresents strong associations
between a query class and a source set. Specifically, we are inter-
ested in the association rules of the formC → Ŝ, whereC is a
query class, and̂S is a source set (possibly singleton). Thesup-
port of the classC (denoted byP (C)) refers to the class prob-
ability of the classC, and the overlap (or coverage when̂S is



a singleton) statisticP (Ŝ|C) is simply theconfidenceof such

an association rule(denoted byP (Ŝ|C) = P (C∩Ŝ)
P (C)

). Examples
of such association rules include:AAAI → S1, AI → S1,
AI&2001 → S1 and2001 → S1 ∧ S2.

2.5 The StatMiner Architecture

In StatMiner, the frequent query classes are discovered by using
the DFC, an algorithm we developed to efficiently identify the
query classes with sufficiently large support (for more informa-
tion see [NK02]), and learn the coverage and overlap statistics
using a variant of the Apriori algorithm [AS94]. The resolution
of the learned statistics is controlled in an adaptive manner with
the help of three thresholds. A thresholdminfreq is used to de-
cide whether a query class has large enough support to be remem-
bered. When a particular query class doesn’t satisfy the mini-
mum support threshold,StatMiner, in effect, stores statistics only
with respect to some abstraction (generalization) of that class. A
thresholdminoverlapis used to decide whether or not the overlap
statistics between a set of sources and a remembered query class
should be stored. Another thresholdminprobeis used to control
the minimum percentage of the total query frequency of all the
queries in a class covered by the chosen probing queries to learn
coverage and overlap statistics for the class.

Using DFC we then classify user queries based on AV Hier-
archies and dynamically identify frequent classes for which the
query access frequency is above the specified thresholdminfreq.
We learn and store statistics only with respect to these identified
frequent classes (see [NK02] for more information). When the
mediator, in our caseBibFinder, encounters a new user query, it
maps the query to one of the query classes for which statistics
are available. Since we use thresholds to control the set of query
classes for which statistics are maintained, it is possible that there
is no query class that exactly matches the user query. In this case,
we map the query to the nearest abstract query class that has avail-
able statistics. The loss of accuracy in statistics entailed by this
step should be seen as the cost we pay for keeping the amount of
stored statistics low. Once the query class corresponding to the
user query is determined, the mediator uses the learned coverage
and overlap statistics to rank the data sources that are most rele-
vant to answering the query.

Although our current experiments withStatMineruse hand-
coded hierarchies, we are extendingStatMinerto automatically
build AV hierarchies using an agglomerative hierarchical cluster-
ing algorithm (see [NK02] for more information) from the query
list maintained by the mediator. The basic idea of generating an
AV hierarchy is to cluster similar attribute values into classes in
terms of the coverage and overlap statistics of their correspond-
ing selection queries binding these values. Then the problem of
finding similar attribute values becomes the problem of finding
similar selection queries. In order to find similar queries, we de-
fine a distance function to measure the distance between a pair of
selection queries (Q1, Q2).

d(Q1, Q2) =

√∑
i

[P (Ŝi|Q1)− P (Ŝi|Q2)]2

WhereŜi denotes theith source set. The interpretation of the

distance function is that we consider two queries similar if their
source coverage and overlap statistics are similar. See [NK02] for
more information.

3 Preliminary Results
We designed a simple mediator which only exports data for the
paper relation (see the motivating example in Section 1). In Fig-
ure 4, we show the two AV hierarchies we use. We setup 20 data
sources each of which contains data for the global relationpaper.
The data of the sources are the papers in DBLP published by com-
puter science researchers in Database and Artificial Intelligence.
The sources have different concentration of the data. For example,
one source may contain only papers published in SIGMOD after
1996. Some of the sources are highly correlated for some queries.
The queries can be selection query with conference and/or year at-
tribute bound. The query list we used to discover frequent query
classes was generated manually. The frequency of the queries
are assigned proportionally to the statistics provided by NEC Re-
search Index. We combine the statistics about the impact of the
conferences and the most frequently accessed papers in Research
Index to simulate the query frequency of our experimental sys-
tem. We setup a one second delay for answering each query sent
to a source to simulate the probing cost.

In order to evaluate the effectiveness of our learned statistics,
we implemented theSimple Greedy and Greedy Selectalgo-
rithms described in [FKL97] to generate query plans using the
learned source coverage and overlap statistics.Simple greedy
generates plans by greedily selecting topk sources ranked ac-
cording to their coverages, whileGreedy selectselects sources
with high residual coverages calculated using both the coverage
and overlap statistics. A simpleRandom Selectalgorithm is also
used to randomly choose k sources as the top k sources.

After we learn the statistics, we randomly issue 100 queries
according to the frequency distribution of the query list to test the
accuracy of these statistics. We generate plans using the learned
statistics and the above algorithms. The effectiveness of the statis-
tics is estimated according to how good the plans are. The good-
ness of the plan is evaluated by calling the sources in the plan and
all the other sources available to the mediator. We define the pre-
cision of a plan to be the fraction of sources in the estimated plan,
which turn out to be the real topk sources after we execute the
query. The average precision and number of answers returned by
executing the plan are used to estimate the accuracy of the learned
statistics.

In Figure 3 (a), we observe the number of candidate frequent
query classes and the number of frequent query classes. As we
can see from the figure, as we increase the thresholdminfreq, the
number of candidate frequent classes and frequent classes will
both decrease, and there is a sharp drop for the small thresholds.
We also see, for almost all the minfreq thresholds, we always
prune more than a half of the candidate frequent class discovered
from DFC with low class access probability.

In Figure 3 (b), we observe the statistics learning time which
includes the time for discovering frequent query classes, probing
the sources and computing the coverage and overlap statistics. As
you can see as we increase the minfreq, the total learning learning
time decreases. In the experiment, we just probe the sources with
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Figure 3: Experiment results
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Figure 4:AV Hierarchies

a very small number of queries whose total frequency coversmin-
probe=20% of the total frequency of all the queries in the class.
The thresholdminoverlapis set to 0.5%.

In Figure 3 (c), we observe the average number of answers
by executing the plans generated by the three algorithms for the
100 randomly generated queries. In Figure 3 (d), we observe the
average precision of the plans. As we can see the plans generated
using our learned statistics are much better both in terms of the
number of answers we get and in terms of the precision of the
plans for these queries than the ones generated without using any
statistics.

Altogether the experiments show that our association rule min-
ing approach can effectively control the number of statistics re-
quired by a mediator to deal with the tradeoff between the ac-
curacy of the statistics and the cost of leaning and remembering
these statistics. As we can see, the number of statistics and the
learning time drop dramatically as we increase the thresholdmin-
freq, while the average accuracy of the learned statistics drops
smoothly.

We are currently evaluating the effectiveness of our approach
by applying it toBibFinder , where we automatically learn AV
hierarchies from it’s recorded query list. The learned AV hierar-
chies are used by the DFC algorithm to discover frequent query
classes and to map a user’s query into a query class.

4 Discussion and Related Work

In order to better illustrate the novel aspects of applying associ-
ation rule mining techniques to source coverage statistics gather-
ing, we have purposely simplified some aspects of our framework.
To complete the discussion, we now describe several important
potential extensions to the basic framework.

In our discussion we assume that queries asked by the users in
future will have the same distribution as the past queries. Since

the users’ interests may change over different time period, an im-
portant extension is to incrementally update the learned statistics
w.r.t. the users’ most recent interests. We are currently consid-
ering an incremental statistics updating approach to incremen-
tally modify the existing class hierarchy by splitting, merging
and deleting existing classes (and their respective statistics) in the
class hierarchy.

In this paper, we only discussed how to learn coverage and
overlap statistics of select and project queries. The techniques
described in this paper can however be extended to join queries.
Specifically, we consider the join queries with the same subgoal
relations together. For the join queries with the same subgoal re-
lations, we can classify them based on their bound values and use
similar techniques for selection queries to learn statistics for fre-
quent join query classes.

In this paper, we assume the mediators will maintain a query
list QList. However theQList may not be available for media-
tors at their beginning stages, the paper [NNVK02] introduces a
size-based approach to learning statistics in such beginning sce-
narios. [NNVK02] assumes that query classes with more an-
swers tuples will be accessed more frequently, and learns cov-
erage statistics w.r.t. large query classes. Although the size-based
approach can be seen as complementary to the frequency-based
approach introduced in this paper, it’s worth mentioning that the
underlying technical details of the approaches are significantly
different.

There has been some previous work on using probing tech-
niques to learn database statistics both in multi-database litera-
ture and data integration literature. Zhu and Larson [ZL96] de-
scribe techniques for developing regression cost models for multi-
database systems by selective querying. Adali et. al [ACPS96]
discuss how keeping track of rudimentary access statistics can
help in doing cost-based optimizations. More recently, the work
by Gruser et. al. [GRZ+00] considers mining response time



statistics for sources in data integration scenario. Given that both
coverage and response time statistics are important for query op-
timization (c.f. [NK01,DH02]), our work can be seen as comple-
mentary to theirs.

The utility of quantitative coverage statistics in ranking the
sources is first explored by Florescu et. al. [FKL97]. The pri-
mary aim of both these efforts was however was on the “use” of
coverage statistics, and they do not discuss how such coverage
statistics could be learned. In contrast, our main aim in this paper
is to provide a framework for learning the required statistics.

There has also been some work on ranking text databases in
the context of key word queries submitted to meta-search engines.
Recent work ([WMY00], [IGS01]) considers the problem of clas-
sifying text databases into a topic hierarchy. While our approach
is similar to these approaches in terms of using concept hierar-
chies, and using probing and counting methods, it differs in sev-
eral significant ways. First, the text database work uses a sin-
gle topic hierarchy and does not have to deal with computation
of overlap statistics. In contrast we deal with classes made up
from the cartesian product of multiple AV hierarchies, and are
also interested in overlap statistics. This makes the issue of space
consumed by the statistics quite critical for us, necessitating our
threshold-based approaches for controlling the resolution of the
statistics.

5 Conclusions
In this paper we motivated the need for automatically mining the
coverage and overlap statistics of sources w.r.t. frequently ac-
cessed query classes for efficient query processing in a data inte-
gration scenario. We then presented a set of connected techniques
that discover frequent query classes and use a limited number of
probing queries to estimate the coverage and overlap statistics for
these classes. We described the details and implementation of our
approach. We also presented a preliminary empirical evaluation
of the effectiveness of our approach in a realistic setting. Our
experiments demonstrate that (i) we can systematically trade the
statistics learning time and number of statistics remembered for
accuracy by varying the frequent class thresholds. (ii) The learned
statistics provide tangible improvements in the source ranking,
and the improvement is proportional to the type (coverage alone
vs. coverage and overlap) and granularity of the learned statistics.

We are currently evaluating the effectiveness of our approach
by applying it toBibFinder , where we automatically learn AV
hierarchies from it’s recorded query list. The learned AV hierar-
chies are used by the DFC algorithm to discover frequent query
classes and to map a user’s query into a query class.
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