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• AI	is	the	new	electricity	(Ng)

• AI	is	bigger	than	FIRE	&	
ELECTRICITY	(Pichai)

• AI	is	GOD	(Levandowski)

• AI	is	bigger	threat	than	North	
Korea.	[..]	AI	will	start	the	third	
world	war	(Musk)

• AI	could	be	the	“worst	event	in	
the	history	of	civilization”	
(Hawking)

• AI	is	highly	likely	to	destroy	
humans	(Musk)



All	set	to	jump	 to	Stratosphere..





Objective	of	this	talk..

• Why	isn’t	human-aware	AI	all	over	the	place	already?

• Why	we	should	pursue	it?	(Hint:	It	broadens	the	scope	&	promise	of	

AI)

• Research	Challenges	in	HAAI	(Case	Study:	Our	research	on	Human-

aware	Planning	&	Decision	Making)

• Long	term	issues	(Trust);	Ethical	Dilemmas



AI�s	Curious	Ambivalence	to	humans..

• Our	systems	seem	happiest	

• either	far	away	from	humans

• or	in	an	adversarial	stance	with	
humans

You	want	to	help	humanity,	
it	is	the	people	that	you	just	can’t	stand…



What	happened	to	Co-existence?

• Whither	McCarthy�s	advice	taker?
• ..or	Janet	Kolodner�s	house	wife?
• …or	even	Dave�s	HAL?	

• (with	hopefully	a	less	sinister	voice)



But	isn’t	this	cheating?	

• Doesn’t	putting	human	in	the	loop	dilute	the	AI	

problem?

• Won’t	it	be	cheating?

• Like	the	original	Mechanical	Turk..	or	the	

more	recent	Mechanical	Saud..	

• (or	the	early	mixed-initiative	planners,	that	

had	humans	helping	an	automated	planner	

by	manipulating	its	search	queue)
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The	Many	Intelligences..	

• Perceptual	&	Manipulation	intelligence	that	

seem	to	come	naturally	to	us

• Image	recognition;	hand-eye	coordination

• Largely	tacit

• Emotional	Intelligence

• Showing	&	recognizing	emotional	responses

• Social	Intelligence
• Requires	a	“theory	of	mind”	

• Cognitive/reasoning	tasks
• That	seem	to	be	what	we	get	tested	in	in	SAT	etc.

• (More	declarative..)
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HAAI	is	needed	Everywhere..

• There	are	of	course	areas	where	humans	are	sine	qua	non	(..and	received	attention)
• Intelligent	Tutoring	Systems

• Pioneering	work	by	researchers	such	as		Kurt	van	Lehn

• Social	Robotics

• Pioneering	work	by	researchers	such	as	Cynthia	Brazeal,	Brian	Scassallati

• ..but	those	are	not	all!	we	need	HAAI	in	even	quotidian	situations

• Assistance

• Human-aware	digital	personal	assistants

• Human-aware	office/hospital	assistants

• Teaming	

• Elbow-to-Elbow	(Factory	Floor)

• Remote/Cognitive	(Search	&	Rescue;	Mixed-initiative/cooperative	planning/decision-making)

• Increasingly,	HCI	will	Human-AI	Interaction





Special	Theme:	Human	Aware	AI

Why	intentionally	design	a	
dystopian	future	and	spend	
time	being	paranoid	about	
it?	

AAAI-18	Special	Track	on	

Human-AI		Collaboration!
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JASON	Briefing	on	“The	Path	to	

General	AI	goes	through	Human-

Aware	AI”;	June	2016





Objective	of	this	talk..

• Why	isn’t	human-aware	AI	all	over	the	place	already?

• Why	we	should	pursue	it?	(Hint:	It	broadens	the	scope	&	promise	of	

AI)

• Research	Challenges	in	HAAI	(Case	Study:	Our	research	on	Human-

aware	Planning	&	Decision	Making)

• Long	term	issues	(Trust);	Ethical	Dilemmas



Thanks	also	to	

Behzad Kamgar-Parsi

Benjamin	Knott

Marc	Steinberg

Jeffrey	Morrison



Architecture	of	an	Intelligent	Agent
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Underlying	System	Dynamics

Traditional	Planning
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Any	(feasible)	Plan

Shortest	plan

Cheapest	plan

Highest	net-benefit

Multi-objective

[AAAI	2004;	ICAPS	2005

IJCAI	2005;	IJCAI	2007]

[AAAI	2007,	IJCAI	2007,

ICAC	2005	etc.]

ASIDE:	Interesting	connections	with	Dietterich’s 2016	address.



37HMM=	Human	Mental	Model

Architecture	of	an	Intelligent	Agent	teaming	with	a	human





HAAI	Challenges	
[With	Focus	on	Planning	&	Decision	Making]

• The	primary	challenge	is	modeling	&	

reasoning	with	human	mental	models.	

Specifically:

• Modeling	&	Managing	the	human’s	

mental	state

• Intention	recognition;	Intention	projection

• Modeling	&	Managing	the	human’s	

model	of	the	AI	System

• Critical	for	the	system	to	show	(i)	

explicable	behavior	(ii)	provide	

explanations	of	its	decisions	(iii)	balance	

explicability	&	explanations



Our	solution:	Interdisciplinary	collaboration.	



Solution:	Interdisciplinary	Collaboration

• Long-term	collaboration	

with	Prof.	Nancy	Cooke

• Past	President	of	Human	

Factors	and	Ergonomics	

Society

• Expertise	in	human-human	

teaming;	team	performance	

etc.	 Prof.	Nancy	Cooke;

Past	President	of	Human	Factors	Society





Urban Search and Rescue Task
• Simulated search task (Minecraft) with human playing role 

of USAR robot
• 50 internal/ external dyads 
• A 2x2 design

ØMeasures
• Team Performance
• Team Verbal Behaviors
• Team Situation Awareness
• NASA TLX Workload
• Team Synchrony



Sample	Results

Language	and	Performance Team	Stability	Across	Conditions

Participant	Role	and	NASA	

TLX	Workload Conclusions:
Ø Restricted	language	on	part	of	“robot”	hurt	team	

performance

Ø Dyads	using	natural	language	and	shared	mental	

models	had	more	stable	behavior	than	other	

dyads

Ø When	“robot”	unaware	of	operator’s	challenges,	

operator	perceives	higher	workload	than	when	

“robot”	is	aware



Teaming	Requires	Modeling	the	Human

• “Theory	of	Mind”

• Intention	recognition
• What	are	they	trying	to	achieve?

• Allows	for	proactive	support

• [AAMAS	2016;	HRI	2015;	IROS	2015]

• Intention	projection
• Give	them	heads-up	on	what	you	are	doing

• [IROS	2015]



Intention	Recognition	with	Emotive



Intention	Projection	with	Hololens



Web	Site:

ae-robots.com



Teaming	Requires	Modeling	the	Human’s	Model	of	You

[ICRA	2017]

[IJCAI	2017]



Model differences with human in the loop

• The	robot	and	human	may	have	different	models	of	the	same	task		

• Consequence	à
• Plans	that	are	optimal	to	the	robot	may	not	be	so	in	the	model	of	the	human	

à “Inexplicable”	plans



Model differences with human in the loop

• The	robot	and	human	may	have	different	models	of	the	same	task		

• Consequence	à
• Plans	that	are	optimal	to	the	robot	may	not	be	so	in	the	model	of	the	human	

à “Inexplicable”	plans	

• The	robot	then	has	two	options	–
• Explicable	planning	– sacrifice	optimality	in	own	model	to	be	explicable	to	the	human	

• Plan	Explanations	– resolve	perceived	suboptimality	by	revealing	relevant	model	differences	



Explicability
A	Human-Aware	Planning	(HAP)	Problem	is	a	tuple	 !",!$

"

where	!" = ⟨'", (", )"⟩ is	the	planner’s	model	of	the	planning	problem,	

and	!$
" = ⟨'$", ($", )$"⟩	is	the	human’s	understanding	of	the	same.

, -,ℳ is	the	cost	of	solution	(plan)	of	model	ℳ and	,ℳ∗ is	cost	of	the	optimal	plan.

Explicable	Plan	-	à
(1)	0ℳ1 23, - ⊨ 53

à is	executable	in	robot’s	model

(2)	, -,ℳ6
3 ≈ ,ℳ8

1
∗

à is	close	to	optimal	in	human’s	model

[Plan	Explicability	for	Robot	Planning,	ICRA	2017]







Explicable Plan
76

Given a goal, the objective is to find an explicable robot plan:

Cost	of	robot	plan Distance	between	robot	plan	and	

human’s	expectation	of	robot	plan



Explicable Plan
77

Given a goal, the objective is to find an explicable robot plan:

Robot	does	not	have	access	to	

human’s	expectation	model



Explicable Plan
78

Given a goal, the objective is to find an explicable robot plan:

F =	{task1,	task2,	task3}

task1 task2 task1
No	label	- Inexplicable

Plan	=	{	a1,		a2,		a3,	…,		an}

L* =
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Given a goal, the objective is to find an explicable robot plan:

Domain	independent	

function	taking	plan	

labels	as	input

Human’s	labeling	scheme	

using	linear-chain	CRFs	

(Conditional	Random	Fields)	

Explicable Plan
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Learning:	A	Spectrum	of	Domain	Models

Ease	of	learning/acquiring	the	models	

Underlying	System	Dynamics	
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Tradi<onal	Planning	

[AAMAS	2015] [AIJ	2017;	ICAPS	2014;	IJCAI	2009,	2007][AAMAS	2016]

Best	Student	

Paper	Nominee

Note	the	contrast		to	ML	research	

where	the	progress	is	going	from

uninterpretable/non-causal

models	towards interpretable
and	causal	models.

So	we	might	meet	in	the	middle!

Causal/interpretable	àß Associative/uninterpretable	



Action	Vector	Models	can	be	used	to	
Recognize	Plans

With	the	learnt	vectors	wi,	we	can	predict	the	target	

plan	(as	the	most	consistent	with	the	affinities).	We	

use	an	EM	procedure	to	speedup	the	prediction.	

The	target	plan	

to	be	recognized

• M	=	|the	target	plan|
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Nominated	for	Best	Student	Paper	

Award	at	[AAMAS16]

Learning	shallow	models	

can	avoid	overfitting!!



Explanations as Model Reconciliation

Explanation	9 for	plan	-	à
(1)	ℳ:63 ← ℳ6

3 + 9
à is	a	model	update	to	the	human

(2)	, -,ℳ3 = ,ℳ1
∗

à -	is	optimal	in	robot’s	model

(3)	, -,ℳ:63 = ,ℳ:81
∗

à -	is	also	optimal	in	the	updated	human	model

A	Human-Aware	Planning	(HAP)	Problem	is	a	tuple	 !",!$
"

where	!" = ⟨'", (", )"⟩ is	the	planner’s	model	of	the	planning	problem,	

and	!$
" = ⟨'$", ($", )$"⟩	is	the	human’s	understanding	of	the	same.

, -,ℳ is	the	cost	of	solution	(plan)	of	model	ℳ and	,ℳ∗ is	cost	of	the	optimal	plan.

[Moving	Beyond	Explanation	as		Soliloquy;	IJCAI	2017]



Explanations	as	Model	Reconciliation

• “XAI”	is	hot..	But	mostly	as	a	

debugging	tool	for	“inscrutable”	

representations

• “Pointing”	explanations

• Explanations	are	critical	for	
collaboration	..	But		they	are	not	a	

soliloquy	by	the	agent
• Model	Reconciliation	view	hews	close	

to	psychological	theories,	e.g.	

[Lombrozo,	2006]
• Constraints	for	reasoning

• Contrastive	property

• Soundness	and	Completeness

• Account	human	model [Moving	Beyond	Explanation	as		Soliloquy;	IJCAI	2017]



Different Kinds of Explanations
• Model	Patch	Explanation	(MPE)

• All	the	model	differences.

• Plan	Patch	Explanation	(PPE)
• Model	differences	pertaining	to	actions	in	the	plan	(plan	is	at	least	executable	after	this).

• Minimally	Complete		Explanation	(MCE)
• Minimum	number	of	corrections	to	the	human	model	that	makes	the	given	plan	optimal	in	the	update	model.

• Minimally	Monotonic		Explanation	(MME)
• Minimum	number	of	updates	to	human	model	so	that	plan	remains	optimal	irrespective	of	future	problems.	

• ApproximateMinimally	Complete	Explanations
• Approximate	solution	to	MCE	using	only	necessary	condition	for	optimality	of	given	plan	in	updated	model.



(:action move
:parameters (?from ?to - location)     
:precondition (and (robot-at ?from)

(hand-tucked) 

(crouched)) 

:effect (and (robot-at ?to) 
(not (robot-at ?from)))) 

(:action tuck
:parameters ()
:precondition () 
:effect (and (hand-tucked) 

(crouched)    ))

(:action crouch
:parameters ()
:precondition () 
:effect (and (crouched))) 

Example - FetchWorld
Robot	Model

(:action move 
:parameters (?from ?to - location)     
:precondition (and (robot-at ?from))
:effect (and (robot-at ?to)

(not (robot-at ?from)))) 

(:action tuck 
:parameters ()
:precondition () 
:effect (and (hand-tucked)))

(:action crouch 
:parameters ()
:precondition () 
:effect (and (crouched))) 

Human	Model	of	Robot

Problem:
(:init (block-at b1 loc1) (robot-at loc1) (hand-empty))
(:goal (and (block-at b1 loc2)))

Robot’s Optimal Plan:
pick-up b1 -> tuck -> move loc1 loc2 -> put-down b1 

Human’s Expected Plan:
pick-up b1 -> move loc1 loc2 -> put-down b1 

??

MCE

MME

PPE	=	MPE



Different Kinds of Explanations
Explanation	Type Completeness Conciseness Monotonicity Computability

Model	Patch	Explanation	(MPE) ü û ü ü

Plan	Patch	Explanation	(PPE) û ü û ü

Minimally	Complete		Explanation	(MCE) ü ü û ?
Minimally	Monotonic		Explanation	(MME) ü ü ü ?

ApproximateMinimally	Complete	Explanations û ü û ü

• Note	that	these	requirements	are	often	at	odds	with	each	other	- an	explanation	that	is	very	easy	to	

compute	may	be	very	hard	to	comprehend.

• We	minimize	the	size	(and	increase	the	comprehensibility)	of	explanations	by	not	exposing	information	

that	is	not	relevant	to	the	plan	being	explained	while	still	satisfying	as	many	requirements	as	possible.	



Model Space Search for Model Reconciliation



Model Space Search for Model Reconciliation

Proposition	1	– Selection	strategy	yields	an	admissible	heuristic

“First	process	only	those	nodes	that	have	model	changes	relevant	
to	the	human’s	expected	plan	and	the	robot’s	optimal	plan.”

Proposition	3	– Speed	up	search	for	MMEs

“Supersets	of	non-solution	nodes	are	also	non-solutions.”
Approximation	to	the	optimality	check – Proposition	6

“Cheaper	valid	plan	in	the	new	domain	+	each	action	
contributes	at	least	one	causal	link (necessary	condition).”





Trading Explicability & Explanation

• What	does	this	mean	for	planning?

• The	robot	(planner)	has	to	decide	in	which	model	it	is	planning	in.
• Trade-off	cost	of	explaining	versus	cost	of	suboptimality	àmodel	space	search

(1)	ℳ:63 ← ℳ6
3 + 9

à 9	is	a	model	update	to	the	human

(2)	0ℳ1 23, - ⊨ 53
à -	is	executable	in	robot’s	model

(3)	, -,ℳ:63 = ,ℳ:81
∗

à -	is	optimal	in	the	updated	human	model

(4)	- = =>?@ABC	 9 + D× , -,ℳ3 − ,ℳ1
∗

à trade-off	costs	of	explanation	versus	explicability

• What	does	this	mean	for	planning?

• The	robot	(planner)	has	to	decide	in	which	model	it	is	planning	in.
•

[AAAI	Fall	Symposium,	2017]



Search	&	Reconnaissance	scenario	with	an	internal	semi-

autonomous	agent	and	an	external	human	supervisor.	

• Combines	explanations	+	explicability.	

• To	be	presented	at	AAAI	2017	Fall	Symposium	on	AI-HRI

Decision	Support	scenario	with	human	planners	who	are	
making	disaster	response	strategies	in	the	control	room.	

• Iterative	reconciliation	of	models.	

• Appeared	in	ICAPS’16	System	Demos.

↑ Situational	Awareness
↓ Information	Overload

Explicability/Explanation Tradeoff  in Action

[AAAI	Fall	Symp,	2017]



Are	we	in	the	right	direction?	

• Let’s	ask	Humans

• (It	is	hard	for	AI	to	say	we	are	pro-human,	if	

we	are	oblivious	to	IRB..)

• (IRB	guidelines	themselves	may	have	to	evolve	

with	advances	in	Human-aware	AI)











Handling	Multiple	Humans	&	Differing	

Abstractions

• Handling	Multiple	Human	Agents	

(or	single	agent	with	incomplete	

model	)	

• An	interesting	mapping	to	

“Conformant	Planning”	setting

• Handling	models	that	are	at	

different		levels	of	abstraction	

• E.g.	A	doctor	”explains”	her	

diagnosis	to	a	colleague	in	a	

different	way	than	to	a	patient.	

[ICAPS	2018]



Summary	our	research

• Effective	human-robot	teaming	requires	that	the	robot	model	the	

human’s	goals	and	intentions	as	well	as	the	human’s	model	of	robot’s	

capabilities

• Such	a	model	is	needed	to	show	explicable	behavior	(i.e.,	behavior	
that	the	human	expects	from	the	robot),	to	the	extent	possible

• And	provide	explanations when	explicability	is	not	possible	
• Explanations	cannot	be	soliloquy
• They	are	best	modeled	as	“model	reconciliation”

• It	is	possible	to	tradeoff	explicability	and	explanation
• ..and	to	model	multiple	humans	or	differing	abstraction	levels



Objective	of	this	talk..

• Why	isn’t	human-aware	AI	all	over	the	place	already?

• Why	we	should	pursue	it?	(Hint:	It	broadens	the	scope	&	promise	of	

AI)

• Research	Challenges	in	HAAI	(Case	Study:	Our	research	on	Human-

aware	Planning	&	Decision	Making)

• Long	term	issues	(Trust);	Ethical	Dilemmas



Implications	for	“Trust	in	Autonomy”

• One	holy-grail	in	human	aware	AI	systems	

is	engendering	trust	in	the	humans

• The	mechanisms	of	long	term	trust	are	

complex

• However,	ability	of	the	agent	to	show	
explicable	behavior and	provide	
comprehensible	explanations are	clearly	
critical	for	engendering	trust

• (Other	factors:	Assessment	of	self-

competence	and	human	competence)

“As	soon	as	a	tool	becomes	a	partner,	

thousands	of	years	of	evolutionary	

conditioning	is	brought	to	bear	on

our	interactions	with	it..”

--Daniel	Fessler (UCLA	Anthropologist)



(New)	Ethical	Quandaries	of	HAAI

• Evolutionarily,	mental	modeling	allowed	us	to	both	cooperate	or	
compete/sabotage	each	other

• Lying	is	possible	only	because	we	can	model	others’	mental	states!

• HAAI	systems	with	mental	modeling	capabilities	bring	additional	
ethical	quandaries

• E.g.	Automated	negotiating	agents	that	misrepresent	their	intentions	to	gain	
material	advantage

• Your	personal	assistant	that	tells	you	white	lies	to	get	you	eat	healthy	(…or	
not..)

• Humans’		example	closure	tendencies	are	more	pronounced	for	
emotional/social	intelligence	aspects

• No	one	who	saw	Shakey the	first	time	thought	it	could	shoot	hoops;	yet	the	
first	people	interacting	with	Eliza	assumed	it	is	a	real	doctor!

• Concerns	about	HAAI	”toys”	such	as	Cozmo (e.g.	Sherry	Turkle)

[On	Mental	Modeling	&	Acceptable	Symbiosis	in	Human-AI	Collaboration;	arXiv 1801.09854]	

Every tool is a 
weapon, if you 
hold it right..

--Ani Difranco



"If only it weren't for the people, the goddamned 
people," said Finnerty, 
"always getting tangled up in the machinery. 
If it weren't for them, earth would be an engineer's 
paradise."   

--From	Player	Piano	by	Kurt	Vonnegut,	Jr.

HAAI	Brings	in	a	slew	of	additional	challenges

..but	perhaps	they	are	worth	our	time	to	tackle.

after	all,	some	of	our	best	friends	are	human…



The	Fundamental	Questions
Facing	Our	Age

• Origin	of	the	Universe

• Origin	of	Life

• Nature	of	Intelligence

..and	the	end	of	all	our	exploring	will	be	to

arrive	where	we	started	

and	know	the	place	for	the	first	time.					

T.S.	Eliot



[All	relevant	papers	available	@	rakaposhi.eas.asu.edu/papers.html ]


