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Abstract 

Most databases contain “name constants” like course num- 
bers, personal names, and place names that correspond to 
entities in the real world. Previous work in integration of 
heterogeneous databases has assumed that local name con- 
stants can be mapped into an appropriate global domain by 
normalization. Here we assume instead that the names are 
given in natural language text. We then propose a logic for 
database integration called WHIRL which reasons explicitly 
about the similarity of local names, as measured using the 
vector-space model commonly adopted in statistical infor- 
mation retrieval. An implemented data integration system 
based on WHIRL has been used to successfully integrate 
information from several dozen Web sites in two domains. 

1 Introduction 

Largely inspired by the proliferation of database-like sources 
on the World Wide Web, the integration of distributed, het- 
erogeneous databases has become an active area of research 
(e.g., [6; 9; 2; 8; 11; 1; 5; 13; 121). Here we will describe a 
new approach to a little-studied aspect of this problem: the 
integration of databases that lack common domains. 

In general, most databases contain many domains for 
which the individual constants correspond to entities in the 
real world; examples of such “name domains” include course 
numbers, personal names, company names, movie names, 
and place names. Most previous work in data integration 
either assumes these “name domains” to be global, or else 
assumes that local “name constants” can be mapped into a 
global domain by a relatively simple normalization process. 
However, examination of real-world information sources re- 
veals many cases in which creating a global domain by nor- 
malization is difficult. For instance, in two Web databases 
listing educational software companies, we find the name 
constants “Microsoft” and “Microsoft Kids”: do these de- 
note the same company, or not? 

In this paper, we reject the assumption that common 
domains can be easily constructed. Instead, we will assume 
that the names assigned to real-world entities are given in 
natural language test. We then propose a new logic for 
database integration called WHIRL. WHIRL is similar in 
flavor to probabilistic database systems (e.g., [7]) in that 
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it can draw tentative conclusions based on uncertain infor- 
mation. WHIRL retains the original local names and rea- 
sons explicitly about the similarity of pairs of names, using 
statistical measures of document similarity that have been 
developed in the information retrieval (IR) community. 

This leads to a system that is in many ways an inter- 
mediate between statistical IR systems and conventional 
database systems. As in conventional database systems, 
the answer to a user’s query is a set of tuples; however, 
as in many IR systems, these answer tuples are ordered 
so that the “best” answers are presented to the user first. 
In WHIRL, the triples that are presented first are those 
for which the name co-reference conditions required by the 
user’s query are considered most likely to hold. 

In this paper, we describe an implemented data integra- 
tion system based on WHIRL. This system has been used to 
integrate information from several dozen Web sites in two 
domains. 

2 A Brief Description of WHIRL 

As noted above, we will adopt a data model in which the 
names of real-world entities are represented as natural lan- 
guage text. One widely used method for representing text 
is the vector space model [lo]. We assume a vocabulary 
T of terms, which will be treated as atomic; terms might 
include words, phrases, or word stems (morphologically de- 
rived word prefixes). A fragment of text is represented as 

document vector: a vector of real numbers v E 7ZlTl, each 
component of which corresponds to a term t E T. We will 
denote the component of v which corresponds to t E T by vt. 
The similarity of two document vectors v and w is given by 
the formula sim(v, w) = xtGT vt . wt. If vectors are nor- 
malized to unit length, then sim(v,w) is always between 
zero and one. 

The general idea behind this scheme is that the magni- 
tude of the component vt is related to the “importance” of 
the term t in the document represented by v. Two docu- 
ments are similar when they share many “important” terms. 
WHIRL adopts the widely TF-IDF weighting scheme, which 
assigns higher weights to terms that occur infrequently in 
the collection C. In a collection of company names, for in- 
st,ance, common terms like “Inc.” and “Ltd.” would have 
low weights; uniquely appearing terms like “Lucent” and 
“Microsoft” would have high weights; and terms of inter- 
mediate frequency like “Acme” and “American” would have 
intermediate weights. 

WHIRL assumes that all data is stored in relations, but 
that the primitive elements of each relation are document 
vectors, rather than atoms. We call this data model STIR, 
for Simple Texts In Relations. Queries to this database are 
formulated in a query language that is conventional, save for 
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Figure 1: Architecture of the Information Access System 

the addition of a built-in similarity predicate, written X-Y. 
As an example, the natural join of two predicates p and q 
containing different types of information about companies 
might be approximated by the query 

p(C1 ,Industry) A q(C2,WebSite) A CldZ2 

For semantics, define the score of a substitution 0 for a con- 
junctive query Q defined to be zero if 6’ fails to satisfy some 
EDB literal in Q, and otherwise to be 

score(e) = 
rI sim(X,f3, YJO) 

(XjzYj)GQ 

where SQ is the set of pairs of variables that appear in the 
similarity literals of Q. Given a query, the WHIRL inter- 
preter returns a list of the r highest-scoring substitutions 
e1,... , t?,, where r is a parameter set by the user. We call 
this list an r-answer. 

Restricting the output of WHIRL to be r-answers is im- 
portant, because in typical cases, the set of all substitutions 
with non-zero score will be huge. In the example above, for 
instance, any pair of company names Cl, C2 that both con- 
tain the term “In? would lead to a non-zero score. WHIRL 
will not return all such pairings; instead it will return the r 
pairings for which Cl and C2 are most similar. 

The full query language allows one to also express dis- 
junctions of conjunctive queries; in this case similarity scores 
are combined as if they were independent probabilities (mod- 
ulo certain necessary approximations.) If certain irredun- 
dancy assumptions are made, then WHIRL is a strict subset 
of Fuhr’s probabilistic logic DatalogprD [7]. The novelty of 
WHIRL is mainly that the assumptions made in WHIRL en- 
able relatively efficient inference, without making the logic 
too restricted to handle its intended task: integration of 
heterogeneous, autonomous databases by reasoning about 
the similarity of names. In particular, indexing and prun- 
ing methods from IR can be adapted to make inference in 
WHIRL quite fast, at least for moderate-sized databases. 

A more detailed discussion of WHIRL can be found else- 
where [3; 41. 

3 A Data Integration System based on WHIRL 

We have implemented a system which uses WHlRL to inte- 
grate information from several Web sites. The architecture 

of the overall information system, which we call SPIRAL, is 
shown in Figure 1. SPIRAL departs from most data integra- 
tion systems in collecting data off-line, rather than at query 
time. A spider program downloads Web pages and converts 
them, at download time, into STIR format; because it, makes 
heavy use of HTML parse trees in this conversion step, this 
program is called a tree spider in the figure. The original 
HTML is then discarded, leaving a smaller STIR database 
that contains document vector representations of every sim- 
ple text in the database, as well as a human-readable sum- 
mary (currently, the first m characters) of every simple text. 
A reference for every simple text is also recorded for later 
use; the reference is the URL from which the text was ob- 
tained. The information retained by the spider is thus quite 
similar to the information stored by search engines like Al- 
tavista. 

The STIR database is then loaded into WHIRL. Access 
to the data is provided by a server. The server accepts an 
HTTP request which encodes a conjunctive WHIRL query. 
This encoding is designed so that HTML forms can be con- 
veniently used to generate queries. The server then executes 
the query with WHIRL, and returns an HTML table con- 
taining the r-answer to the query. Each field of this table 
corresponds to a simple text, and as in conventional search 
engines, this text is represented with a summary and a ref- 
erence. Links associated with the table allow the user to 
request the next r substitutions. 

The principle manual work involved in integration is pro- 
gramming the tree spider to convert pages. This process is 
only partly automated; with the current set of tools, each 
conversion routine takes around five minutes to develop and 
test. The programming language for describing HTML parse 
tree conversions is described in detail elsewhere [4]. In cur- 
rent prototype implementation, all document vector repre- 
sentations are stored in main memory, and document sum- 
maries and references are stored on disk. 

To date two integration applications have been imple- 
mented with SPIRAL. One integrates information about 
North American birds from (at the time of this writing) 
26 distinct sites. It includes geographic information (e.g., 
a list of birds sighted in New Jersey), abundancy informa- 
tion (e.g., lists of endangered birds), phylogenic information, 
and multimedia content (primarily bird calls, maps, and pic- 
tures). In all, more than 5800 distinct URLs are served. The 
second application integrates information about educational 
computer games for children. At the time of this writing, 
this application serves over 2700 distinct URLs from 16 sites, 
including over 2100 game reviews, as well as additional in- 
formation such as recommendations, pointers to on-line de- 
mos, pricing information, and classifications of games by age 
group and subject matter. 

Table 1 summarizes the runtime performance of WHIRL 
on some sample queries from the bird domain.’ These queries 
were generated by HTML forms, which allow the user to 
state quest,ions in certain restricted formats, and have been 
“translated” by showing the English text appearing on the 
form after the user’s selections have been made. For each 
query, the top 20 answers were retrieved. Clearly, WHIRL 
is quite efficient, even when computing three- and four-way 
joins. 

‘On an SGI Challenge wth 250 MHz RI 0000 processors. 
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Table 1: Performance of the WHIRL interpreter on sample 
queries. Predicate names have been abbreviated for format- 
ting reasons. 

4 Conclusions 

SPIRAL demonstrates a number of important points about 
the textual, similarity-based approach to integration adopted 
by WHIRL. From a human factors viewpoint, it is rela- 
tively easy to users to express complex queries that inte- 
grate information from several sources, using an appropri- 
ate set of HTML forms. Furthermore, the interaction with 
the database system is fairly natural, due to its similarity 
to Internet search engines. From the viewpoint of an imple- 
mentor or maintainer of an integration system, there are also 
several advantages. Integration is facilitated by the fact that 
normalization of constants is not required, and that (due to 
the flexibility afforded by the similarity-based reasoning) ex- 
traction of data items from the original information sources 
can be only approximate. Another advantage is that queries 
are executed against a locally-stored index, rather than be- 
ing executed by submitting subqueries to external informa- 
tion sources. This means that if one or more information 
sources change format or become temporarily unavailable, 
the impact on the end user is minimal; queries can still be 
executed quickly, although the answers may contain some 
stale URLs. 

A final point demonstrated by SPIRAL is that the ap- 
proach to integration represented by WHIRL is scalable to 
usefully large problems. In particular it is possible to in- 
tegrate large segments of the Web, while maintaining fast 
response times. 
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