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AAAI & China AI Community
• Founded in 1979, AAAI is the oldest and 

largest scientific society devoted to AI
• Researchers from China are a formidable 

force in AAAI
• Rivals USA in terms of paper submission 

and acceptance
• AAAI-17 dates shifted to avoid conflict 

with the start of the Year of Rooster!
• Prof. Qiang Yang is on the Executive 

Council 
• Prof. Zhi-Hua Zhou is co-program-chair 

for AAAI 2019

• AAAI welcomes even more vigorous 
participation from China AI community

• Only one in 23 AAAI members are from 
China (USA: 1 in 2; UK: 1 in ). 

• 20$/year membership for China. 
• Join AAAI! 2

32nd AAAI	Conference	in	
February	2-7,	2018
in	New	Orleans!	



3



4



AAAI & China AI Community
• Founded in 1979, AAAI is the oldest and 

largest scientific society devoted to AI
• Researchers from China are a formidable 

force in AAAI
• Rivals USA in terms of paper submission 

and acceptance
• AAAI-17 dates shifted to avoid conflict 

with the start of the Year of Rooster!
• Prof. Qiang Yang is on the Executive 

Council 
• Prof. Zhi-Hua Zhou is co-program-chair 

for AAAI 2019

• AAAI welcomes even more vigorous 
participation from China AI community

• Only one in 23 AAAI members are from 
China (USA: 1 in 2; UK: 1 in ). 

• 20$/year membership for China. 
• Join AAAI! 5

32nd AAAI	Conference	in	
February	2-7,	2018
in	New	Orleans!	



1983	Bachelors	thesis	J



8

“Physicists	and	Philosophers
united	against	AI”?	
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The Many Intelligences.. 

• Perceptual & Manipulation 
intelligence that seem to come 
naturally to us

• Form the basis for the Captchas..
• But rarely form the basis for our own 

judgements about each other’s 
intelligence

• Emotional Intelligence
• Social Intelligence
• Cognitive/reasoning tasks

• That seem to be what we get 
tested in in SAT etc.
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AI’s progress towards intelligence

• 80’s --- Expert systems
• Rule-based systems for many 

businesses
• 90’s -- Reasoning systems

• Dethroned Kasparov
• 00’s: Perceptual tasks

• Speech recognition common 
place!

• Image recognition has improved 
significantly

• Current:  Connecting reasoning 
and perception 13
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Explains a lot!
Why did AI develop this 
“reverse” way?
• It is easier to program computers 

on aspects of intelligence for 
which we have conscious 
theories!

• Ergo the progress in 
reasoning/cognitive 
intelligence 

• We are not particularly conscious 
of perceptual (and manipulative) 
intelligence

• We had to depend on making 
machines learn the way we 
had to.. 

• Learn from 
data/demonstrations…

Why did AI catch public 
imagination now? 
• Early AI was a blind and deaf 

Socrates
• Perceptual abilities allowed AI to 

come to all of us
• On our cell phones; Alexas; 

Teslas, 
• …and now, people suddenly see 

AI everywhere
• .. Which also leads to many 

misperceptions in the public

15



Are we done?
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Irrational Exuberance

If	you	give	me	a	lever,	and	a	place	to
stand,	I	can	move	the	world

Give	me	a	big	enough	GPU,	
large	enough	data	set,	and	deep	enough
Network,	I	will	create	you	super	intelligence..
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https://youtu.be/uM6pd6AN2QM



Thresholds
(“You have come a long way, Robbie! 
But boy do you have a long ways still to go…”) 

• (Knowledge-based) Learning from fewer 
examples

• Commonsense
• Incompleteness
• Interaction (with humans)



• “Commonsense” elaborates 
partial specifications of facts, 
observations, norms, goals….

• Which trip did Magellan Die? 
• Winograd Schema Challenge

• The women stopped taking pills 
because they were pregnant

• The women stopped taking pills 
because they were carcinogenic

29

Still Elusive Commonsense 
The	world	is	full	of	obvious	things
that	nobody	by	any	chance	
ever	observes

--Christopher	in	the	“Curious
incident	of	 the	dog	 in	the	
night	 time”	

(Inadvertently	channeling	
Sherlock	Holmes/
Sir	Arthur	Conon	Doyle)



You can cause more destruction 
with ignorance without any 
malice..

• Much of the 
knowledge of the 
agents is going to be 
incomplete

• Both the world 
dynamics and 
objectives



Won’t somebody 
please think of the 

Humans?

32



AI’s Curious Ambivalence to humans..

You	want	to	help	humanity,	it	is	the	people	that	you	just	can’t	stand…

• Our systems seem 
happiest 

• either far away from 
humans

• or in an adversarial 
stance with humans



Special	Theme:	Human	Aware	AI

Why intentionally design 
a dystopian future and 
spend time being 
paranoid about it? 
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JASON	Briefing	on	“The	Path	to	
General	AI	goes	through	Human-
Aware	AI”;	June	2016
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But isn’t this cheating? 
• Doesn’t putting human in the loop dilute the 

AI problem?
• Won’t it be cheating?

• Like the original Mechanical Turk…

• NO!
• Expands reach and scope of AI 

enterprise
• Reduces some of the off-the-top worries 

about AI
• Brings up novel research challenges

38



Many 
Intelligences.. 

• Perceptual & Manipulation 
intelligence that seem to come 
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Architecture of an Intelligent Agent
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41HMM=	Human	Mental	Model

Architecture of an Intelligent Agent 
teaming with a human
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Human-in-the-Loop 
Planning
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Intention	Recognition	with	
Emotive



Intention	Projection	with	Hololens



Challenges	in	Human-Aware	Planning

• Interpret	what	humans	are	doing	based	on	incomplete	
human	and	domain	models	(Modeling)
– Plan/goal/intent	recognition

• Plan	with	incomplete	domain	models	(Decision	Making)
– Robust	planning/execution	support	with	“lite”	models
– Proactive	teaming	support

• Explicable	Behavior,	Explanations/Excuses		
(Interaction/Communication)
– How	should	the	human	and	robot	coordinate

• Understand	effective	interactions	between	humans	and	
machines	(Evaluation)
– Human	factor	study



Interaction	Requires	Modeling	the	Human

Explicability:		Aim	
to	get	pR closer	to	
pH (by	getting	MR

closer	to	MH)

Explanation:	
Tell	human	how	to	get			MH closer	to	MR

--What	is	the	minimum	number	of
changes	needed	in	MH such	that

pR would	be	optimal	plan.



Overview of our work
• How to learn and plan with incomplete domain 

models
• Complete--Approximate--Shallow

• How to plan to be useful to the human
• Avoiding conflicts and offering serendipitous help

• How to make planned behavior explicable or 
provide explanations to the human in the loop

• Humans will parse the behavior in terms of their 
understanding of the Robot’s model

• How to recognize and evaluate what are the 
desiderata for fluent teaming with humans

• As the “paper clip” assistant shows, we AI’ers are 
not great at guessing what humans “like” L 51
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Spectrum	of	Domain	Models

Ease	of	learning/acquiring	the	models	

Underlying	System	Dynamics	
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Tradi<onal	Planning	

[AAMAS	2015] [AIJ	2017;	ICAPS	2014;	IJCAI	2009,	2007][AAMAS	2016]

Best	Student	
Paper	Nominee

Note	the	contrast		to	ML	research	
where	the	progress	is	going	from
uninterpretable/non-causal
models	towards interpretable
and	causal	models.
So	we	might	meet	in	the	middle!

Causal/interpretable	àß Associative/uninterpretable	



Action	Vector	Models
• View	observed	action	sequences	as	“sentences”	in	a	
language	whose	“words”	are	the	actions

• Apply	skip-gram	models	to	these	sequences	and	
embed	the	action	“words”	in	a	higher	dimensional	
space
– The	proximity	of	the	action	words	in	that	space	is	seen	as	
their	“affinity”

• Use	the	action	affinities	as	a	way	to	drive	planning	
and	plan	recognition	
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Action	Vector	Models	can	be	used	to	
Recognize	Plans

With	the	learnt	vectors	wi,	we	can	predict	the	target	
plan	(as	the	most	consistent	with	the	affinities).	We	
use	an	EM	procedure	to	speedup	the	prediction.	

The	target	plan	
to	be	recognized

• M	=	|the	target	plan|
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Nominated	for	Best	Student	Paper	
Award	at	[AAMAS16]

Learning	shallow	models	
can	avoid	overfitting!!
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When is a plan “Explicable” to the human in the 
loop?

But,	alas,	M*
R	is	not	known!	
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Learning Human Expectation via Explicability Labeling

93 

Analogy:	Think	of	learning	how	to	write	address
labels	so	the	postal	carrier	can	understand..

Problem:	M*
R	is	not	known

Solution:	Learn	it,	but	indirectly
as	a	labeling	scheme..	



Bi-LSTM	as	Task	Predictor	for	Plan	Explicability

…
…

…
…

Testing	Accuracy:
90.76%	

Action	(0~N)	+	Executor	(0-Human/1-Robot/
2-Neither)	+	State	(0010…)

610010010100001001

Motivation:
1. Consider	future	

inputs.	
2. Break	Markov	

Property.
Feature:

noop near-r1 at-b6-r1 at-b1-r1 …

0 0 1 0 …



Interaction	Requires	Modeling	the	
Human

Explicability:		Aim	
to	get	pR closer	to	
pH (by	getting	MR

closer	to	MH)

Explanation:	
Tell	human	how	to	get			MH closer	to	MR

--What	is	the	minimum	number	of
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pR would	be	optimal	plan.



Example	1	– Fetchworld
• Fetch	needs	to	tuck	its	arms	before	moving

- problem	-

Explanation >> MOVE_LOC1_LOC2-has-
precondition-HAND-TUCKED

(move loc2 loc1)
(pickup b1 loc1)

(tuck)
(move loc1 loc2)
(putdown b1 loc2)

(move loc2 loc1)

(pickup b1 loc1)
(move loc1 loc2)

(putdown b1 loc2)



Minimal	Explanation	(ME)	vs	Minimally	Complete	Explanation	(MCE)

plan

Human	Model	Robot	Model	

ME

MCE

“Beyond	Explanations	as	Soliloquy”
IJCAI	2017
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Proactive Help Can 
be Disconcerting!

75

Do we really know what 
(sort of assistance) 

humans want?

The	Sentence	Finisher	



Human	Factor	Studies

• To	understand	whether	human-robot	teams	
perform	better	with	more	intelligent/proactive	
robot	teammates	or	not

• Two	studies
• Wizard-of-Oz		Human-Human	studies

• With	Cade	Bartlett	and	Nancy	Cooke	
• Cade	Bartlett’s	M.S.	thesis	(in	preparation	for	Journal	submission)

• Human-Planner	studies
• To	see	if	proactive	robots	that	use	plan	recognition	to	
anticipate	human	actions	help	or	hinder	team	performance

• [IROS	2015][HRI	2015]

7/7/17 UNCLASSIFIED 76



Human-human Teaming Analysis in 
Urban Search and Rescue

Simulated search task (Minecraft) with human playing 
role of USAR robot

• 20 internal/external dyads tested
• Conditions of autonomous/intelligent or remotely controlled 

robot
• Differences in SA, performance, and communications



Analysis of Proactive Support in 
Human-robot teaming

Simulated search task (Webots) with human remotely 
controlling a robot while collaborating with an intelligent 
robot ‘Mary’:

Robot with a proactive support capability (vs. without):
Higher dyad performance
Lower communication
Slightly (non-significant) increased mental workload

•Mary with a proactive support capability in our USAR task scenario is generally preferred

Findings

[IROS,	2015]



Agenda for Today
• How to learn and plan with incomplete domain 

models
• Complete--Approximate--Shallow

• How to plan to be useful to the human
• Avoiding conflicts and offering serendipitous help

• How to make planned behavior explicable to 
the human in the loop

• Humans will parse the behavior in terms of their 
understanding of the Robot’s model

• How to recognize and evaluate what are the 
desiderata for fluent teaming with humans

• As the “paper clip” assistant shows, we AI’ers are 
not great at guessing what humans “like” L 79

Summary of our ongoing work



Summary
• Why did AI get so hot now?

• Progress in perceptual intelligence made AI Technology 
widely accessible

• Need to take societal impacts seriously
• Are we done?

• Commonsense; Incomplete models (and Safety), ability 
to work with humans..

• Won’t somebody please think of the Humans?
• Human-Aware AI expands the reach and scope of AI

• Reduces some of the off-the-top worries about AI
• Brings up novel research challenges

• Modeling humans in the loop; recognizing their 
intentions; exhibiting explicable behavior; providing 
explanations
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