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Where will the Al Pendulum

Swing Next?
Y

Subbarao Kambhampati
Arizona State University

Pop Quiz: Magellan, the explorer, went
Video of the talk available at around the world three times. On one of
http://rakaposhi.eas.asu.edu/ai-pendulum.html his trips, he died. Which trip did he die?
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What is “Intelligence”
anyway?

Magellan, the explorer, went around the world three times. On one of his
trips, he died.

Question: Which trip did he die in?
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» Perceptual tasks that seem to
come naturally to us

 Form the basis for the
Captchas..

« But rarely form the basis for our
own judgements about each
other’s intelligence

» Cognitive/reasoning tasks

« That seem to be what we get
tested in in SAT etc

« Emotional Intelligence
 Social Intelligence..




When Is a computer
Intelligent?

* When it does tasks that, when done by a
human, would be seen as requiring
Intelligence..

* Nice circular definition ©



Open onIy for Humans Dr0|ds an'd Robots should go for CSE}4 -

TLL ASK IT TO WRITE )
A STRATEGY FOR OUR
{ company. =

m\‘ﬂl“

“REORGANIZE OFTEN T0
| IMPROVE FOCUS. REDEFINE
WORK AS " OPPORTUNITY'
| AND INCREASE TIT DAILY.
| TAKE TIME TO ASK FOR

| OPINIONS THEN EXPLATN
(WHY THEY'RE LORONG."

Y-23 © 1995 United Fealure Syndicale, Inc.

YOU'LL BE PERFORMING
A "TURING TEST" ON
OUR NEW ARTIFICIAL

' [“OUR STRATEGY IS TO

VISIONIZE QUALITY
RESOURCES THAT
ENHANCE EARNINGS 2

LT MUST BE A COMPUTER |

BECAUSE THERE'S NO
HUMAN INTELLIGENCE

TRY TO DETERMINE IF THE
RESPONSES ON YOUR SCREEN |

| COME FROM OUR COMPUTER
4 OR A HUMAN IN THE NF.XT




Al's progress towards intelligence

« 80’s --- Expert systems

* Rule-based systems for many
businesses

* 90’s -- Reasoning systems
» Dethroned Kasparov

* 00’s: Perceptual tasks

e Speech recognition common
place!

* Image recognition has improved
significantly
* Current: Connecting reasoning
and perception

Notice the contrast.. Human
babies master perception
before they get good at
reasoning tasks!



If you want to know limits of Al,
look at the Captcha’s!

* Al could
Imitate experts
earlier than it
could imitate 4
year olds..

Just to prove you are a huran, please answer the
following math challenge.

Q: Calculate:
3] A T
7 [ﬁ-mn (.r— 5) + 3 - cos (2-1— 3)]

A:I

wandatory

Mote: If you do not knoww the answver to this question,
reload the page and you'll (probably) get another, easier, gquestion.

I'm not a robot

m net a rodot

Select all images below
that match this ane

e
3

¢

Password (requred)

l"m

Birthday (requir=d)

[ March ~[|[ 31 ~[|[ 1981

Human test (required)
Type in the text you see in the box below.

Y

Sorry, your text and the image didn't match. Please try again

Read (really!)
[ I have read and agree to the Terms of Use and Privacy Policy.
e}



Still Elusive Commonsense

_ . ' - F—-
L SR | ey, o S
-. . " W - %"

5 — ey \ , .‘ﬁ’, ' i

* When did Magellan
Die?
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Symbols <->Neurons



Symbols or Neurons?

Neurons Symbols
* Clearly, brain works  But, from Greeks on,
by neurons. human knowledge

has been codified In
symbolic fashion

| ARISTOTELIAN

LOGIC

Qn: Should Al researchers look at symbols or neurons as the substrate?

13



Symbols or Neurons?

» "A physical symbol system ¢ Symbols are

has the necessary and Luminiferous Aether
sufficient means for of Al

general intelligent action.
--Allen Newell &

—Geoff Hinton

Herbert Simon
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AT | = 1| Artificial Intelligence: A Modern Approach

MA

- (Third edition) by Stuart Russell and Peter Norvig

The leading textbook in Artificial Intelligence.
Used in over 1300 universities in over 110 countries.

Al on the Web

What's New

Contents
edX.

Comments and Discussion

e Comments from readers
« Errata list (errors in the book)
o AIMA-talk discussion list, open to all

B U X
xE A AE LA Al Resources on the Web
| Jp— i

imal i . _
sl « Al On the Web, a list of over 900 links

+ Al Books in many catcgories
o Al courses that are using AIMA (1200 schools)

Search AlMA

Online Code Repository

Pscudo-code algorithms from the book in pdf.
Online code in Lisp, Python, Java etc.

Data for the online code

Online demos (Java applets and Javascript)
The OpenNEROQ 3D multiagent simulator

For the Instructor

« Al Instructor's Resource Paoe

s Free Online AT course, Berkeley's CS 188, offered through

The 22nd most cited computer science publication on Citeseer (and 4th most cited publication of this century).

Table of Contents

|Full Contents]
Preface [html]
Part I Artificial Intelligence
1 Introduction
2 Intelligent Agents
Part IT Problem Solving
3 Solving Problems by Scarching
4 Beyond Classical Search
3 Adversarial Search
6 Constraint Satisfaction Problems
Part I11 Knowledge and Reasoning
7 Logical Agents
& First-Order Logic
9 Inference in First-Order Logic
10 Classical Planning
11 Planning and Acting in the Real World
12 Knowledge Representation
Part I'V Uncertain Knowledge and Reasoning
13 Quantifying Uncertainty
14 Probabilistic Reasoning
15 Probabilistic Reasoning over Time
16 Making Simple Decisions
17 Making Complex Decisions
Part V Learning
18 Learning from Examples
19 Knowledge in Learning
20 Learning Probabilistic Models
21 Reinforcement Learning
Part VII Communicating, Perceiving, and Acting




Deep networks were in deep hibernation for
most of recent past.. But clearly the
pendulum swung their way now




Prediction?

» Al systems were good at reasoning tasks (the SAT stuft..) before it
became good at the perception tasks (vision, language
understanding etc.)

* The successes on the perception front did have a lot to do with
neural architectures

» This doesn’t necessarily imply that pendulum would stay at
the neural end

* Deep learning has been good until now on non-cognitive
tasks; extending their success seems to require reasoning
« Example: Success of AlphaGo

« tldr; We might want our aether.... ©

Google DeepMind calls the self-guided
method reinforced (sic) learning, but it’s
really just another word for “deep
learning,” the current Al buzzword.
-IEEE Spectrum (!!) 1/27/16




Logic<—> Probabillity




Does Tweety Fly?

Logic Probability
 Bird(x) => Fly(x) * P(TF|TB) =0.99
* Bird(Tweety)  P(TF|TB&TO) =0.4
«?  P(TF|TB&TO&TMO)=
« But if | tell you Tweety 0.8
IS an ostrich? A  Posterior probabilities
magical ostrich? - Bayes Rule

» Non-monotonic logic © PAIB)=PBIATPAYPE)
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IN DEFENCE

OF LOGIC

P.J. Hayes
Essex University

Colchester,

Introduction

Modem formal logic is the most successful
precise language ever developed lo express human
thought and inference. Measured across any reason-
ably broad spectrum, including philosophy,
linguistics, computer science, mathematics and
artificial intelligence, no other formalism has
been anything like so successful. And yel recent
writers in the Al field have been simost unanimous

U.K.

performs inferences: some of its processes are the
making of inferences.

But two different systems may be based on the
same notion of inference and the same representa-
tional language. The inference structure of the
language used oy a system Goes not depend on the

In particular, a system may
have a logical inference structure - may be making

in their of logic as a
al lsnguage, and other formalisms are in 8 state of
rapid development

I will argue that most of this criticism
misses the point, and that the real contribution of
logic is notl its usual rather sparse syntax.
the semantic theory which it provides. Al is as
much in need now of good semantic theories with
which to compare formalisms as it always has been.
1 will also the prul:\ldu i

valid - without being a
claasical uniform theorem:prover which just *grinda
lists of clauses together

Cre of the first tasks which faces a theory of
representation is lo give some account of what a
representation or representational language

Without sueh an aecount, comparisans betweer repre-

controversy and show how i
Ianguages as programming languages has. ironically,
mage procedural ideas as vulnerable to the olg
proceduralists’ criticisms as the classical
theorem-proving paradigm was. | will argue that
the contrast between assertional and procedural
languages is false! we have ratner two kinds of
subject-matter than twa kinds of language.

This paper is deliberately polemical in tone.
Much has been written from the proceduralist point
of view. It's time the other arguments were put.

It will, ang has been, said that to defend
logic is to adopt a reactionary position. Logic
has been tried (in the late sixties) and found
wanting; now it has been superceded by betler
systems, in particular, procedural languages such
as [17] . CONNIVER i8] and more recently
KRL [2]

But logic is not a system in this sense. It's
not a style of programming. It entails no commit-
ment to the use of any particular process organis-

lJCAI 1977

only be very super-
Ticial. Logical moasl theory providas such an
analysis.

Suppose it is claimed that:

IS-A:FISE
PTRANS
@ ol
L A
CAUSE “DIRECTIONSTOMARDS( MARY)

means that Bill hit Mary with a fish (to take a
representative example), or that:
([DO(*AGENT)*BADTHING ))CAUSE(*AGENTDISPLAY
(NEGATIVEEMOTION)))
means that people often seem Upset when bad things
happen (to take another). How could one judge
whether they really do mean those things? Wnat
would count as a specification of their meanings?
Several answers can be suggested

In Defense of Probability

Peter Cheeseman
SRI International
333 Ravenswood Ave., Menlo Park, California 94025

I

In this peper, il s argued tha! probability theory, when
used correclly, @ suficient for the lask of reasoning under
urceriainty. S rumenous authers have rejecled prob-
ability as insdequate for varous reasons, the bulk of the
paper is aimed @t refuting hese daims and indicating the
sooumes of eror. 0 particular, the definition of probabliny
as & maasure of bellaf rather than 3 frequency rabia s acvo-

Infarance paths (Cproals”] connecing ihe evidence 1o tha
Mypathesis of interest must be examined and “combined”,
while i logic i is suficier? %o estabish a single path be-
tween the adoms and the theorem of inlerest, Also, the
culput i diferent, the farmer indudes at lessl o numes-
Ieal measane, she At simaly tris or falss,
Unfertunately, the kgicad style of rmassning & 5o prava-
lant In Al that many have atiempted to force intrinsicaly

cated, since & fraquancy 1 of dras-
theally restricts the domain of appicatiity. Other soumes
of error include the confusion between redative and abso-
Iute thia ETAnEn ang
tha of that . Also, tha

of lngic and probability & dsousses and it is amuad that
many axansions of logic, such as “dafault logic” ane betier
undesstood in @ probabilistic framawark. The main caim
of this paper s that tha numanus schames for represant-
Ing and reasaning aboul uncanainty that have sppeared in
th A1 literature & unnecessar—pmdabdiy i all hat s
MERCEL.

] Introduction

A gence theough ey major Al pubiication shons thal
an overwhelming proportion of papens ae concerned with
whal might be described as the logical approach 1o infer-
e and knowiedge represertation. || now widely socepied
hat many knowengs repesaniaions can be mapped nlo
{first order) precicate calcuus, and the comespanding In-
FRARNGA PIOCEOITS CAN ba reduced 1 3 ype of contralled
logical deduction. However, examgies of human reasaning
(judgemenis) ane full of such tems as "prabably”, "mesl”,
“usually” etc., showing that many patterns of hursan e
soning ang nof legical in form, but intrinsicall y probabilistc.

The claim that many patiems of human masoning ane
probabilistic dees not mean that the undedying TTogic® of
such patterns cannot ba sdomatized, On the contary, a
beis for such an axiernatization is ghven in section 3. The
claim is that when sush an enscse is performed, the e
sulting patbims of inferenes ane difensnl in form fram those
found in analogous logical daductians. A charssterstic dil-

lJCAI 1985

situations infe a logical stm»ghl-pﬁhel with
prediciable limited swocess, Two s ol
this sre "Default Lage™ [18] and "Non-Manoteaic Lage"
[15] dmassed in more dalsil below. These mehods anm
appropriate for dealing with some situations whera limsad
knowledge ts avaliable, The same cannot be said for fhose
who invant new theonas for raasoning under uncarainty,
such a5 "Certalnty Factors”, “SchaferDampster Thaory™,
“Confirmation Theeey”, Fusey Logic”, Endersamels’
e,

Thersa theceis will be shown beiow 1o be al best unnee-
wEsary and at worst miseadng [not o mention confusing
0 tha paor novice %ced with 5o many possibilities). Each
ona Is an atiempt to clircument some pamehed difficutty
of probabiity thaory, but 2s shown balow hase difficulties
sl anly i the minds of their invertors. Howsver, thess
supposed difficullies are common misconceptions of prob-
ability, generaly springing from the nadequate frequency
interpresation. A major aim of tis paper & o put for-
ward ihe cigar view (Bayes, Lapiace eic.], that probanl iy
ts @ messure of bellef In & proposition ghven particular evi-
dence. This definition svods the difficuties assocksmed with
the frequency definilion and answans the oljections of hoss
who fiell compelled 1o iment new theafes.

An analogy can be draw betwesn the situation in Al in
the late 157 whers Pt Hayes, In a paper endtiad “in
Dafance of Logic”™ [104 found & recessary to take & boag-
side al the profferation of new largages
{with associaled iference procecures] (hat propeeted 1o
sahve difficulties with the logical approach. He showed that
far from being “nonkogkeal® i |5 possibe o cast such lan-
guages Into an equvalen: logical form, and by doing so
provide a cear semantics. In addition. he painted out e
abwiaus but unpapular fact that Iogic has bean amund for

{on . - I INELLGEAC
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Types of logic

Logics are characterized by what they commit to as “primitives”
Ontological commitment: what exists—facts? objects? time? beliefs?

Epistemological commitment: what states of knowledge?

Language Ontological Commitment Epistemelogical Commitment
Propositicnal logic | facts true/false funkoown
First-order logic facts, objects, relations tre/false funkoown
Temporel logic facts, objcots, relations, times | tme/false funkoown
Probehility theory | facts degree of belief 0...1

Fuzzy logic degree of frath degree of belief (... 1

Facts
Objects
relations

Ontological
commitment

facts

FOPC

Prop
logic

t/f/u

Epistemological
commitment

Assertions;

t/f
Prop logic.

Degree of
belief

Obijegqts,
relations

Degree of
' Q)

Prob

prop

logic
Deg
belief
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Al’ s Curious Ambivalence to humans..

* Our systems seem
happiest

* either far away from
humans

* Or in an adversarial
stance with humans

You want to help humanity, it is the people that you just can 't stand...



What happened to Co-existence?

« Whither McCarthy’ s advice taker?
e ..or Janet Kolodner’ s house wife?

e ...or even Dave’ s HAL?
* (with hopefully a less sinister voice)

wA4,
fuman: ware Al
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Planning: The Canonical View

Problem  ========== 1
Specification v

/" PLANNER

Fully Specified
Action Model

Fully Specified
Goals

Completely Known
(Initial) World State/

Plan (Handed off

@ But humans in the loop can ruin a really a perfect day ® for Execution) e



Human-in-the-Loop

Planning

* In many scenarios, humans are part of the
planning loop, because the planner:

* Needs to plan to avoid them
 Human-Aware Planning

» Needs to provide decision support to
humans

« Because “planning” in some
scenarios is too important to
be left to automated planners

* “Mixed-initiative Planning”
“Human-Centered Planning”
“Crowd-Sourced Planning”

(May need) help from humans

« Mixed-initiative planning;
“Symbiotic autonomy”
* Needs to team with them

* Human-robot teaming;
Collaborative planning

Recognitionf

Results (& Explanations)

Goal / Intent Recognition,
I Model learning e 4}

Decision
. Model '

Mode e p\

52
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cal Viewy

Problem  ========== I
Specification v

This old model - / PLANNER \
needs to be : '
replaced. * r 5
% ’ W

Planning: The

Fully Specified
Action Model

Fully Specified
Goals

Completely Known
(Initial) World State/

Plan (Handed off

@ But humans in the loop can ruin a really a perfect day ® for Execution) \
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Human-in-the-Loop Planning &
Decision Support

rakaposhi.eas.asu.edu/hilp-tutorial

Subbarao Kambhampati

. . . AAAI-15 Austin, Texas USA
AFIZU na Sta te U nive rSIty % The First Winter Al Conference!
Kartik Talamadupula -

IBM T.J. Watson Research Center
Funding from ONR, ARO and NSF
gratefully acknowledged 1
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Materials

Tutorial Slides (Final version, as given) [PDF]




Challenges in Human-in-the-loop
Planning

Interpret what humans are doing based on incomplete
human and domain models (Modeling)

— Plan/goal/intent recognition

Plan with incomplete domain models (Decision Making)
— Robust planning/execution support with “lite” models
— Proactive teaming support

Explanations/Excuses (Interaction/Communication)
— How should the human and robot coordinate

Understand effective interactions between humans and
machines (Evaluation)

— Human factor study



Planning for Human-Robot Teaming

Problem Updates
[TIST10]

Open World Goals

When to start
sensing?
» Indicator to start
sensing

What to look for?

> Object type
> Object properties

When to stop sensing?

> When does the planner know the world is closed?

Why should the robot sense?
> Does the object fulfill a goal?
> What is the reward? Is it a bonus?

Talamadupula, Benton et al., ACM TIST 2010]

Replanning for Changing Worlds

> New Information

> Sensors

> Human teammate

» New Goals

> Orders: Humans

> Requests

» Requirement

> New plan that works in new world (state)
» Achieves the changed goals

Talamadupula et al. AAAI10]

[IROS14]

b

Problem
Specificati

Assim
Infc

Re¢

S

= The robot generates its plan of

« The human “interprets” this plan in

When is a plan “Explainable” to the human in the
loop?

action using its model M,

light of her understanding of the
Robot’s model M,

Mg and M7 can be quite different..

Differences can be a result of:

o Different capabilities (e.g., possible
actions)

% Different knowledge (e.g., level of

i t - dist > M3,
modding) argmin cost(may) + o - dist(Tag, Taz,)

TMp

Model Updates

(via natural language)

% Different interpretation of behaviors
(e.g., plans) interacting with the
world -- more than just trajectory

planning!

» “To go into a room when you
are at a closed door, push it
one meter.”

» Precondition: “you are at a closed
door”

» Action definition: “push it one
meter”

» Effect: “go into a room”

> NLP Module

i.  Reference resolution

i. Parsing

iii. Background knowledge

iv.  Action submission (to planner)

[Cantrell, Talamadupula et al., HRI 2012]

[In collaboration with hrilab, Tufts University]

Uaril Talamadinida - Dh P Rissarafine Rafana 1n



* We humans may be made of neurons, but we
seem to care a “lot” about comprehensibility
and “explanations”

* If we want Al systems to work with us, they
better handle this

* This is an important challenge for the neural
architectures

« What do those middle layers represent?

» Hinton says that (eventually?) we can just connect them to
language generator networks and in effect “ask them?”..



Spock or Kirk?: Should Al
have emotions?

« By dubbing “acting rational” as the
definition of Al, we carefully
separated the Al enterprise from

LE 11

“psychology”, “cognitive science” etc.

» But pursuit of HAAI pushes us right
back into these disciplines (and
more)

« Making an interface that
Improves interaction with humans
requires understanding of human

psychology..

« E.g. studies showing how
programs that have even a
rudimentary understanding of
human emotions fare much
better in interactions with
humans




Proactive Help Can
be Disconcerting!

Do we really know what
(sort of assistance)
humans Want’) The Sentencg Finisher

We dance roand in a ring and sappode,
But the Secret octs in the middle and lbnows.




Human-human Teaming Analysis In
Urban Search and Rescue

Simulated search task (Minecraft) with human playing
role of USAR robot
» 20 internal/external dyads tested

« Conditions of autonomous/intelligent or remotely controlled
robot

« Differences in SA, performance, and communications




Disappointment
<
Doomsday

Thursday January 31, 2013

UCH
LONGER,
APPAR—
ENTLY.

A

Dilbert.com DilbertCartoonist@gmail.com
1-31-13  ©2013 Scott Adams, Inc. /Dist. by Universal Uclick
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Musk, Wozniak and Hawking urge ban
on warfare Al and autonomous weapons

“

More than 1,000 experts and leading robotics researchers sign open letter
warning of military artificial intelligence arms race

FAAAAN AL
fﬂn&»&nﬂ

A L5 = % S ]
L4 ‘=.A B S RIET

; | America is the
' :é only country
- o TEmmT that went

d = feom barbal‘ism
Netflix's Hastings: Battle fo to decadence
machines and genetically V7T d o1} el |71 [P Y4 (o] )]
ot paausiins in between

o~ Oscar Wilde ~

s the key to
www.StatusMind.com |I|ng ﬂthEr
| % planets. But the renowned physicist, whose
oB‘eéo-'eR‘evecHast:;;;fougceuaI:te:omparycalledb\letfix.‘vhchsnow rEcEnt |E{:ture 'l".l-i” I::E brﬂadcast ﬂe:{t WEEHl
does not think that will happen soon.

Al I has come a long way since l—ast ings got his masters from Stanford University '\ A
in 1988. But he still follows devel sin field closely. And during a Vg T
conversation on sag todaya: th DC;u nce in Mui Mb Germany, ﬁ

looming thr of an Al-triggered I

such as Tes\a‘s Elon Musk.

n
5V Z

hine intelligence is too &ﬁ S
colony and people As




Why we don’t need to over-
worry...



Captain America to the
escue?




Why we don’t need to over-
worry...

* We already have autonomous systems;
making them intelligent can’t be bad!

* We get to design Al—we don’t need to imbue
them with the same survival instincts

* The way to handle possible problems with Al
are to allow multiple Als

» Technological unemployment is a big concern..

* ..but even here, the opinion is divided
+ “biased advantages” vs. “rising tide lifts all boats”

41



Suppose Evil Al is right around the corner..

How do we stop it?

* What wont work
 Renunciation
 Tight regulation
* Fierce internal

programming
 What works?
 More Al!

Forbes

The Litte B

2ok of Silionalre Secrets

2,196

The One Thing We Need To Stop Robots From Achieving World
Domination

What constraints to Al and machine learning algorithms are needed to prevent Al from )
becoming a dystopian threat to humanity? originally appeared on Quora: The best answer {
to any question. Riness

Answer by David Brin, author of The Postman, Earth and The Transparent JOIN NOW FOR JUST
uers Society, on Quora: $10 A MONTH

Itis, of course, wise and beneficial to peer ahead for potential dangers and problems — one of
rouowosromsssie  the central tasks of high-end science fiction. Alas, detecting that a danger lurks is easier than
f ¥ N A prescribing solutions that can prevent it. Take the p y of mali Al ked
i upon recently by luminaries ranging from Stephen Hawking to Elon Musk. Indeed, my own

novels contain some chilling warnings about failure modes with our new, cybernetic children.

It is called Competition.

If you fear a super smart, Skynet level Al getting too clever for us and running out of control,
then give it rivals who are just as smart but who have a vested interest in preventing any one
Al entity from becoming a would-be God.

It is how the American Founders used constitutional checks and balances to prevent runaway
power grabs by our own leaders, for the first time in the history of varied human civilizations.
It is how companies prevent market warping monopoly, that is when markets are truly kept
flat-open-fair.

Alas, this is a possibility almost never portraved in Hollywood sci fi — except on the brilliant
show Person of Interest — wherein equally brilliant computers stymie each other and this
competition winds up saving humanity.
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Al & Unemployment:

If machines can do
Everything that people
can, then what will
people do?

IF A PRETTY POSTER AND A CUTE SAYING ARE ALL IT TAKES TO MOTIVATE YOU,
YOUu PROBABLY HAVE A VERY EAsY JOoB. THE KIND ROBOTS WiLL B DOING SOON.

www.despair.com
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Al & Unemployment .. %

Intelligent Machines: The jobs robots will
steal first

By Jane Wakefield
Technology reporter

What you need to know about
data management - and why.

@ 14 September 2015 | Technology

Taxi Drivers

« Factory workers
» Journalists
 Doctors (??) $33sssssssy
» Cocktail Waiter

THE SECOND 4’
MACHINE AGE

WORK, PROGRESS, AND PROSPERITY

IN A TIME OF v vj
e

BRILLIANT TECHNOLOGIES
ERIKBRYNJOLFSSON »

ANDREW McAFEE v ‘




The many good things Al can
bring to the society

 Assistive technologies
e Elder care:; care for the disabled:

 cognitive orthotics

« Personal Digital Assistants
* (“Not Eric Schmidt”)

 Accident free driving..

* Increased support for diversity

« Language translation technologies
(real life Babel Fish!) e

e ... <many many others>




Summary

* What is Intelligence
* Progress of Al

* The pendulum swings in Al
« Symbols — Neurons
* Logic -- Probability

G S DON'T PANIC

 Disappointment — Doomsday
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The Fundamental Questlons
Facing Our Age

 Origin of the Universe
* Origin of Life
* Nature of Intelligence

? “To know your future you must know your past” Predictions are hard,
" especially about the future

Y

— George Santayana _-Niels Bohr



U TAdRdApPUolil.Cdo.doU.CUl/ o

Rl ga [ A B
i Apps 7 Tasks g\ AAAI-16 Tutorial For.. ~ British Airways - Bo.. [ Dec [N session [fl] Nishant Jain | Linked... (@ Vivid dreaming can... 5 SDCard forsurface.. Eg @ slow [J UCAI-2016-PC-Mem.. Me B avi & midtown »

P CSE 471/598 Lecture Notes (Spring 2012)
5w Current Offering: Fall 2015; Friday 1:30PM--4PM. LSE 106
****Here is the Class Schedule with Videos for Fall 2015 Offering****

Metaphors

Projects % ~ 3
= B Piazza site for Fall 2015 Offerin
Blog

Additional pointers:

e Check out what students say about the last offering of this course in CEAS student evaluations.
jipmstofeclinion o Check out what students "learned" from the last offering of this course (in their own words).
Free book on lisp

}%‘—i—gf—l}?—nf e Intro: Intelligent agent design [R&N Ch 1. Ch 2] (sound).

o L1 [Jan 5. 2012] Video (~4gig) and Audio of the lecture. Administrivia: the space odyssey son et lumeire:

$09 Notes Using it as a vehicle to do an interactive overview of Al developments: Definitions of Al--and why thinking = cse471s12weekl ... @
e humanly. thinking rationally and acting humanly do not quite provide the right fit as general definitions for AI Tob

5 enterprise.

FO6 Notes o L2 [Jan 10, 2012] Video (~4gig) and Audio of the lecture.

F06 Blog Rational agency: performance metrics:
percept/action/goal/environment types: agent designs and
how they motivate the course topics.

= cse471s12week21 @

F06 Mail Archive

F03 Notes u .
» Atomic (Problem Solving) Agents [R&N Ch 3 3.1--3.5]

F03 Acquired Wisdom
o L3 [Jan 12, 2012] Video (~4gig) and Audio of the lecture.
Atomic,

Related Courses

= cse471s12week22 @

propositional and relational representations--their tradeoffs (and how functions can allow representation of infinite state spaces compactly.). Atomic agent design.
How search is at the heart--and child-generator. goal-test functions are needed. Blind vs. Informed search. Before continuing to single state search algorithms.
8akag thinking of the effect of enviomment accessibility. Multiple-initial state search or belief-state search. Without sensing (conformant planning) and with sensing
(contingent planning: the medicate problem).

°

L4 [Jan 17. 2012] Video (~4gig) and Audio of the lecture. Exploration/exploitation tradeoffs. Setting state-
spaces for atomic agents. Search for single-state atomic agents. World state vs. Search node difference.
Viewing search algorithms in terms of their queuing functions. Dept-First/Breadth-first searches and how they
differ in optimiality vs. space consumption.

= cse471s12 week3 1 @ »

°

L5 [Jan 19, 2012] Video (~4gig) and Audio of the lecture. A
discussion of the uniform search tree model. A slow and
comprehensive discussion of blind search strategies BFS.
DFS. Depth limited DFS and IDDFS and their tradeoffs. A
discussion on graph vs. tree search. A discussion on
handling duplicate expansions with closed list vs. ancestor
checking.

= cse471s12 week32 @

o Informed Search

o L6 [Jan 20, 2012: for the class of 1/24] Video (~2.5 gig).






